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Why Counterfactuals?

Moving towards the
Al+physician symbiosis

Models can convey
their predictions
graphically.
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loU is generally low, little variation between methods.
Likely annotations need to be specially created for counterfactuals.

Model — XRV-all XRV-mimic_ch
Task Dataset 2D Method AUC loU AUC IoU
grad (0.16+0.14
Nai NTH guided 0.82 0.19+0.16 Model does
- ) integrated T 0.1320.13 not predict
latentshift-max 0.14+0.17
grad 0.21+0.11 0.1340.09
i . = mided ; 0.21+0.12 0.09+0.07
Lung Opacity RSNA  BYK 0.84 0.75
B integrated 0174010 2™ 0.08+0.07
latentshift-max 0.20+0.13 0.15+0.14
grad 0.01+0.02 0.01+0.02
. : guided = 0.03+0.05 . 0.02+0.03
y rax o\ -ACR ¢ (.78 0.6
agumotirax: SIMEACKE. | Cegraied T 0.01£0.02 T 0.01£001
latentshift-max 0.02+0.04 0.034+0.07

The Latent Shift Method

e Opposite of an adversarial attack.

e Perturb the input so the classifier reduces its prediction regularized by the decoder.
e Compute the gradient of the output of the classifier with respect to the latent space.
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Patient with a Mass

Related work:
[Singla, Explanation by Progressive Exaggeration, 2020]

Reconstructed images

[Schutte, Using StyleGAN for Visual Interpretability of Deep Learning Models, 2020]

[Joshi, xGEMs: Generating Examplars to Explain Black-Box Models, 2019]
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A sequence is
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Positive Reader Study Results

Reader study: Two radiologists evaluated how confident

they were in a models predictions.

240 Chest X-ray images

Radiologists asked:
50% are false positives "How confident are you in the model's prediction? (1-5)"
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True Positives: 0.15+0.95 confidence increase using Latent Shift (p=0.01)
False Positives: 0.04+1.06 increase which is not significant (p=0.57)




